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1. TINTRODUCTION AND SUMMARY

The purpose of this project is to develop a common data base of
human exposure to air pollution in the South Coast Air Basin (SCAB), so
that the same data base can be used for various epidemiological studies
of air pollution health effects. In the past studies, the level of
each individual’s exposure to air pollution was assumed to be the same
as the exposure level of the community from which a controlled (i.e.,
study) population was selected. However, as an air pollution level ‘
varies with time and space, so does an exposufe level of a person,
depending ubon his spatial position, daily activity pattern, and other
factors. |

Some health effects are considered to be caused more by a

short-term peak (acute) exposure rather than by a long-term average
(chronic) exposure. The opposite may be true for some other health
effects. Therefore, to perform a comprehensive epidemiological study
requires both short—-term and long—-term exposure estimates. People are
exposed simultaneously to several pollutants. Simultaneous exposures
to multiple pollutants may cause either synergistic (more than
additive) or antagonistic (less than additive) effects on human health.
Therefore, the developed data base contains human exposure data for
each of the six major (four gaseous and two particulate) criteria
pollutants. To help investigate those health effects which have a long
latency period, the data base covers an extended period of eleven

years, from January 1966 through December 1976.

l.1 Outline of Data Base

A large human exposure data base has been developed to provide a
convenient human exposure data source for performing an epidemiological
study of air pollution health effects. The data base includes monthly
values of severél key exposure parameters, computed for each of the

four gaseous (0X, NO2, SO2 and CO) and two particulate (TSP and S04)




pollutants at some 400 postal zip-code areas as well as at some 40 air
monitoring stations scattered over the SCAB (see Figure 1 and
Attachment F). Hourly concentration data were used to compute exposure
values for the gaseous pollutants, while 24-hour concentration data
were used for the particulate pollutants.

Given the residence location of a person by zip-code, one can
readily extract from the data base necessary information about outdoor
exposure characteristics of that person for any month or period during
the ll-year period. Given UTM coordinates of a person or a group of
people, one can easily compute from the data base monthly exposure
values by applying the attached spatial interpolation program to the
human exposure data at air monitoring sites. Given a history of a
person’s residences and/or work places, one can compute from the data
base both cumulative exposure values and a history of exposures by
month.

A certain adverse health effect may be caused either by a
short-term exposure to peak concentrations or by a long-term exposure
to low concentrations. To cope with such uncertainty in the air
pollution-health effects relationship, the exposure data are computed
for both total exposures and excess exposures. Here, an excess
exposure means that a person is exposed to pollutant concentrations
above a given concentration threshold. For each pollutant, four
different concentration thresholds were chosen by considering the known
(bﬁt not quantified) health effeéts from exposures to that pollutant.

The total exposure is given each month by a mean concentration
and an apparent dose (i.e., time integral of concentration) . The
excess exposure is given by an exceedance frequency (i.e., number of
hours exceeding a given threshold) and an excess dose (i.e., time
integral of concentrations exceeding a threshold level). Both the
total and excess exposure data are computed each month for each
pollutant at both the monitor site and the centroid of each postal
zip-code area. Exposure data at each zip-code area are labeled by a
confidence indicator, which was determined by computing the distance
between the centroid of that-zip-code area and the nearest monitoring

station with valid air quality data . If the distance is less than a
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typical representative area of a monitor for a given pollutant, the
confidence indicator for that zip-code area and pollutant is denoted as
A, the highest confidence level. If the distance is greater than the
typical representative area but less than twice the typical
representative area, the confidence indicator, B, is used to indicate
the moderate confidence in the data. If the distance is greater than
twice the typical representative area, C is used to indicate that the

exposure data have the least confidence.

1.2 Recommended Use of the Data Base

The developed data base provides spatial and temporal
characteristics of apparent exposure, i.e., that estimated from ambient
air quality monitoring data, instead of true exposure to air pollution.
Therefore, if one suspects that exposure to a certain pollutant occurs
mostly indoors rather than outdoors, the data base should not be used
for such a case. However, if human exposure occurs partially indoors
and partially outdoors, the data base can be used to approximate the
outdoor exposure. In most epidemiological studies, there is no
praticable means of measuring the indoor exposure. It is recommended
that a substitutable quantity be found from information obtainable from
survey questionnaires about daily activity patterns and housing
characteristics.

Given a person’s residence history, his cumulative exposure
can be computed easily by retrieving from the data base a set of
exposure data for his residence in Period Pl and Zip-Code Area Z1,
another set of exposure data in Psriod P2 and Zip—-Code Area 22, and so
on. All we have to do is just sum those exposure values over the
entire study period. If one wants to know seasonal exposure, he can
add the monthly exposure values for those months that belong to the
same season,

If one would like to refine the exposure estimate for a person
whose residence location and work place are both known, the following
procedure is recommended: First, all day exposures at the person’s

residence and werk place are computed from the data base. Second, the



exposure value at his residence is adjusted for weekend/weekday air
quality differences by multiplying it by 0.93 for photochemical
oxidants, 1.0 for sulfate, and 0.75 for the other four pollutants

[Horie et al. 1979]. Then, the person's exposure is estimated by taking

a weighted average of the two exposure values, i.e.,
[5(exposure at work place) + 2(exposure at residence)] + 7 .

The.above procedure of refining an exposure estimate will work
rather well for photochemical oxidants, whose nighttime concentrations
are virtually zero. For other pollutants whose nightime levels can he
high, the above procedure will not work as well as for photochemical
oxidants. The reason is that the recommended procedure does not take
into account a difference between nighttime exposure at the residence
location and that at the work place. To correct the defect of the
recommended procedure may require a further refinement of indoor/outdoor
exposures, which is beyond the scope of the present study.

In some cases, one would like to have exposure parameter values
for a threshold that is different from those used in the data base. In
such cases, one can use either the percentile concentration data
tabulated for the gaseous pollutants or the original concentration data
tabulated for the particulate pollutants. By applying the following
human-exposure program to the percentile or original éoncentration
data, one can compute exposure parameter values for a desired
concentration threshold. In some other cases, one may want to have
exposure data at regularly spaced grid points instead of at the
centroid of each zip-code area. 1In such cases, one can use the
exposure data computed at each air monitoring station and the spatial
interpolation computer program attached to this data base. All he has
to do is to apply the spatial interpolation program to the station

exposure data and compute the desired exposure data at each grid point.
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Table l. Number of Valid Stations* Used for Developing

Human Exposure -Data during the lst (1966-72)

and 2nd (1973-76) Periods.

Pollutant 1966-1972

1973-1976

Photochemical Oxidants (0X) 11 30
Nitrogen Dioxide (NO2) 8 20
Carbon Monoxide (CO) 11 26
Sulfur Dioxide (S02) 2 17
Total Suspended

Particulate Matter (TSP) 0 27
Sulfate (504) 0 7

%
For valid stations, see Attachments C and D.

e e e e —

o ——————— e
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The criteria used to select a valid station for gaseous

pollutants are as follows:

1. The station must report air quality data for at least 50% of
the total number of hours per month to be a valid station
for that month.

2. The station must have at least 7 valid months per year to be
a valid station for that year.

3. The station must be valid in 5 out of 7 years during
the lst period and in 3 out of 4 years during the 2nd period

to be a valid station.

The criteria used to select gz valid station for a particulate
pollutant are similar to those for a gaseous pollutant. However, the

first criterion is changed to the following:
l. A station must report air quality data for at least two days

per month to be valid for that month.

Valid stations selected according to the criteria described
above are listed in Attachment C for the first period, 1966-~1972, and
in Attachment D for the second period, 1973-~1976.

2.2 Development of Air Quality Data Base

When a human exposure data base is to be developed from ambient
air quality monitoring data, a number of problems arise: First, the
number of monitoring stations that report an adequate number of hourly
or daily air quality values varies from year to year. If a changing
set of monitoring stations is used to estimate human exposure levels at
a non-station location, the reliability and accuracy of the estimated
exposure values may vary from year to year. Therefore, the same set of

valid monitoring stations was used to compute human exposure levels at
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each postal zip-code area for each pollutant and for each of the two
study periods,1966-1972 and 1973-1976.

Second, air quality data for a gaseous pollutant are too
voluminous for simple. computation of monthly exposure values.
Therefore, the gaseous pollutant data were compressed by computing a
cumulative distribution of hourly concentrations for each month at each
Station. The cumulative distribution was approximated by computing
concentration values at selected percentiles: every .25% above 99%
(four values), every 17 above 90% (nine), every 2.5% above 70% (eight),
every 5% above 50% (four), every 10% equal to or above 0% (six). A
concentration value at the 100th percentile was set equal to the
maximum measured concentration , while that at the Oth percentile was
set equal to the minimum measured concentration. Inp addition to the
above percentile values, an arithmetic mean concentration was also
computed each month for each station. By converting hourly
concentration data into‘the percentile form described above, we
compressed the air monitoring data by about 22 to 1 (see Attachment G).

To compute the monthly percentile Statistics, the original
hourly concentration readings were sorted in a descending order. The
highest concentration was ranked as r = 1, the second highest as r = 2,
and so forth. For gaseous pollutant data, the percentile, P, of each

concentration value was computed by the following approximate formula: !

N+1 (L

where r is the rank of that concentration value and N is the sample

Size of the gaseous pollutant concentration data for a given month and

e e - — e .

Station.
Third, air quality data for a particulate pollutant are too few

to construct a believable cumulative distribution. While the

the 31 (4+9+ 8+4+6) selected percentiles, the total number of

Particulate concentrations reported each month by each monitor seldom
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exceeds 6 (30 days/every 5th day). Therefore, the particulate
concentration data are listed ag they are, only by removing the dates
on which the samples were taken (see Attachments H and I). 1In addition
to the raw concentration data, the number of samples per month, the
maximum and minimum values, and the geometric mean and standard

deviation were computed for each month and station.

2.3 Exposure Data Base at Monitoring Sites
From the air quality data compiled each month for each station,
monthly statistics of various éxposure parameters were computed. The -

eéxposure parameters used in the current data base are as follows:

Symbol | Exposure Parameter : Unit
MEAN Mean Exposure Level (a mean

pollutant concentration over

a month) ‘ [Conce]

DOSE Total Exposre (a cumulative
exposure to air pollution )

over a month) [Conc-Hr]

F Exceedance Frequency (the
number of hours exposed to
concentrations above a given

threshold over a month) [Hr]

E Excess Exposure (a cumulative
exposure to concentrations
above a given threshold over

a month) ‘ [Conc-Hr]
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The mean exposure level (MEAN) at a monitoring site is
approximated by a mean concentration level measured at that site. To
make it conmsistent with the air quality standards, the mean exposure
level is given by an arithmetic mean of hourly concentrations for the
gaseous pollutants (0X, NO2, SO2 and CO) and by a geometric mean of
24-hour concentrations for the particulate pollutants (TSP and S04).

The total exposure (DOSE) is given by a time integral of
concenlrations over a month. The total exposure can also be computed
by multiplying the mean exposure level by the number of hours in a

given month, i.e.,

DOSE = MEAN x T (2)

where T is the number of hours in that month.

A mean exposure level and a total exposure have been used for
various epidemiological studies [Shy et al. 1970; Lave and Seskin
1977] to indicate a different level of human exposure for each sub-group
of the study population. The two exposure parameters, DOSE and MEAN,

may be a good exposure indicator if adverse air pollution health

effects occur progressively from very low exposures to high exposures.
However, an air quality standard has been set based on the premise that
there exists a threshold concentration below which the public may never
experience any adverse health effect from exposures to air pollution.
To facilitate future investigations of the above premise, the

current human exposure data base includes two additional exposure i
parameters: Exceedance Frequency, F, and Excess Exposure, E. These
parameter values are computed for each of the four threshold levels,
which are listed in Attachment B for each of the six pollutants under
study. As illustrated in Figure 3, the exceedance frequency and the

excess exposure are given, respectively, by *

F=T x P (3)
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Figure 3. Cumulative Distribution of Hourly NO2 Concentrations
at Downtown Los Angeles for January 1978. (Excess exposures
and exceedance frequencies for the lst and 2nd threshold levels
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100
E=T xf [cey-c ] dp (4)
s
P
o
where %)is the percentile at which a percentile concentration, C(P)

becomes equal to a given threshold level, CS.

Threshold Levels

For the last two exposure parameters, E and F, the parameter
values are computed for each of four selected threshold levels as
listed in Attachment B. For each pollutant, the threshold levels were
chosen by considering actually occurring ambient levels and established
concentration levels such as those used in the air quality standard and
the health alert level. For example, an ambient level of daily maximum
l—hoﬁr oxidant concentrations varies from about 5 pphm to 50 pphm in
the South Coast Air Basin (SCAB). The established oxidant
concentration levels are 8 pphm (old national standard), 10 pphm
(California standard), 12 pphm (new national standard), 20 pphm (lst
stage alert level), and 35 pphm (2nd stage alert level). Therefore, we
select the following threshold levels: ;0 pphm for the lst level; 15
pphm for the 2nd level; 20 pphm for the 3rd level; and 25 pphm for the
4th level.

Similarly, the thresholds for NO2 were selected as 5 pphm
(national primary annual standard), 15 pphm, 20 pphm, and 25 pphm
(Californiﬁ l-hr standard). These threshold levels are well within the
normal range of daily maximum l-hr NO2 concentrations occurring in the
SCAB region. The thresholds chosen for S02 are 2, 4 (California 24-hr
standard), 8, and 14 pphm (national primary 24-hr standard); those.
for CO are 5, 10 (California 12-hr standard), 15, and 20 pphm.

For TSP, there are Califormia and national standards for both
24=hr concentrations and annual geometric mean concentrations.
Therefore, the thresholds for TSP were mostly selected from the levels
designated by those standards: 60 (California annual standard), 100

(California 24-hr standard), 150 (national secondary annual standard)

- .nd ZOOug/m3. On the other hand, there is only one air quality standard for

S04. This California 24-hr standard (25 ug/m3) is violated rather
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infrequently in the SCAB region. Therefore, the threshold levels were

chosen as 10, 15, 20, and 25 ug/m>

Filling in Missing Data

Although rather rigid criteria were employed to select valid
stations for this data base development, some valid stations had
several invalid months, i.e., months with less-than-complete data during
each of the two study ﬁeriods: January 1966 through December 1972, and
January 1973 through December 1976. In estimating values of each exposure
parameter for those invalid months, we tried three different methods of

filling in the missing values.

i) Determine a typical seasonal pattern from J years

of good data and then estimate a missing monthly

value, say, the ith monthly average in the jth year,

X

1,5 7

X =M. Y,

1,37 10 )

where Mi is the adjustment factor for the ith month and Yﬁ is the

annual average of the jth year.

ii) Fill in the missing values by averaging the
corresponding monthly values in two adjacent

years, i.e., take

Xy Fogmt R 2 ©)
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iii) Fill in the missing value by substituting with
the corresponding monthly value in one adjacent

year, i.e., take

X, .=X. .
i,j - i,j=-1
or (7)

1,57 ¥4, 50

Initially we thought that the first method wduld yield a better
estimate for a missing monthly value than the second and third methods.
However, our trial results of each estimation method have indicated
that the second and third methods often yield a better estimate for the
missing monthly values than does the first method. In thig exercise,
we treated some valid months as missing months and compared the
estimated values with the actual values to see the performances of the
three estimation methods.

The above finding led to a more rigorous comparison of the three
estimation methods. Ag described in detail in Attachment Q, the
theoretical comparison also showed that the second and third methods
were superior to the first method when a year had 5 or more missing
months. | V

The air quality data base used for this study exhibited the
following characteristics: If a station has a bad year, the station
has many missing months in that year. If a station has a good (i.e.,
valid) year, the station seldom has a missing mounth in that year.

Because of the empirical and theoretical results and the missing
data characteristics, we decided to use a combination of the second and
third methods, i.e., the second method for an intermediate year, and
the third method for either the beginning year or the ending year of

each of the two periods, 1966~1972, and 1973-1976.
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2.4 Exposure Data Base at Postal Zip-Code Areas

Human exposure to air pollution at each postal zip-code area is
estimated by applying a spatial interpolation formula to the exposure
values at air monitoring sites. After several trials of applying
various spatial interpolation schemes to air quality monitoring data,
we decided to use the spatial interpolation program developed by
Guardado and Sommers [1977] at the Pacific Southwest Forest and Range
Experimental Station, Berkeley, California. The program includes the

following:

i) An unevenly spaced orthogonal grid is developed such
that each row and column passes through one of the
air quality monitoring sites. This grid is called an
initial "guess field" grid.

ii) An exposure parameter value at an initial "guess
field" grid point is estimated by an inverse
square-of~-distance weighting interpolation formula

applied to the known exposure values at the monitoring

sites, i.e.,

n
E: w, X,
51 ivq
l=
X = o
2 i
i=1
and
w, = 1
i d,2
i

where X is the interpolated value at the initial
"guess field" grid point, Xi are the known exposure
values at the monitoring sites, and di is the
distance between the interpolation point and the

ith monitoring site (i = 1, 2, «.., n).
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iii) The initial guess field rows and célumns are then
adjusted by using the known exposure values and a
parabolic ieapfrogging technique, which is discussed
in Attachment P.

iv) Finally, an exposure value at each postal zip-code
area is estimated by a cubic spline interpolation

method applied to the corrected field rows and columns.

In actual interpolation, we assigned the smallest measured
station value to the extreme northwest, northeast, and southéast
corners of the study area. As Figure ! shows, the study area is
bounded by the coastal line in the southeast direction. Therefore, we
did not assign any boundary value to the extreme southwest corner.
These boundary values were used to force all the interpolated values to
be within the range of the measured station values. In addition, the
interpolated values at each postal zip-code area are indicated by a
confidence level, which was determined by comparing a typical
. representative distance around a monitor with a distance between the
centroid of that zip-code area and the nearest valid monitoring statiom.

Table 2 presents the typical representative distance around a
monitor for each of the six study pollutants. If the distance of the
nearest monitoring station is less than or equal to the typical
representative distance, the exposure data at that postal zip~code area
are designated as "A", the highest confidence level. If the inter-
distance is in between the typical representative distance and twice
that distance, the exposure data are designated as "B'", the moderate
confidence level. If the inter-distance exceeds twice the typical
representative distance, the data are designated as ''C", the lowest

confidence level.




20

Table 2. Typical "Representative Area" of a Monitoring
Station Estimated for Each Major Pollutant
from the Expected Pollution Gradients of
Long-Term Concentration Statistics [After
U.S. EPA 1977]

Representative Area

Pollutant Distance from a Station

0X 10 miles 16 km

NO2 .5 8

so2 3 4.8

co 1 1.6 -

TSP 3 4.8

S04 20 32
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The distributions of postal zip-code areas over the study area
are plotted in Attachments E and F by using the three confidence
levels, A, B, and C. As seen from Attachments El and F1 for
photochemical oxidants, OX, the great majority of the zip-code areas
are classed as A or B, indicating that the exposure values at those
zip-code areas are at least believable. On the other hand, Attachments
E3 and F3 for carbon monoxide (CO) are filled with the letter "c", in-
dicating that the exposure values are not more than a mere guess. The
confidence in the exposure data for other pollutants falls in between
those of the above two pollutants (see Attachments E2, E4, F2, F4,'F5
and F6). '
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3. RECOMMENDED DATA BASE IMPROVEMENTS

The human exposure data base &eveloped under the present study
will provide researchers of air pollution health effects with a
convenient and reliable data source for estimating exposures of
individual members of a study population to air pollution from various
pollutants. The data base includes monthly exposure data of several
parameters for each of the four gaseous (0X, NO2, S02 and CO) and two
particulate (TSP and SO04) pollutants over the entire South Coast Air
Basin during the eleven-year period, January 1966 through December 1976.

The exposure parameters include the mean exposure level, the
total exposure, and the exceedance frequency and excess exposure whose
parameter values are computed for each of four different threshold
levels selected for each pollutant. Values of these exposure parameters
are given for each of some 400 postal zip-code areas scattered over
the study region as well as at each of the air monitoring stations
whose air quality data were used to develop data base.

While the present data base is more complete than and superior
to those developed by earlier epidemiological studies, the data base
needs to be updated periodically and further refined in some exposure

estimates:

e By now, the 1977 and 1978 air quality data have become
available and the 1979 air quality data will soon become
available. These recent air quality data can be used to

update the human exposure data base-

e In the development of the present data base, a purely

mathematical interpolation scheme was used to estimate
exposure values at each postal zip-code area from those
computed at air monitoring sites. However, if emissions and

meteorological data are also employed in such an estimation
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process, one may be able to improve exposure estimates,

particularly at those postal zip-code areas distant from any

air monitoring station.

A person's work place as well as his residence location

can be found through simple survey questiomnaires. Then the
person’s exposure will be better estimated from the sum of

the exposure value at his work place and that at his residence
than from the latter alone. To facilitate such refinement of
exposure estimates, exposure during the typical work hours
(say, weekdays 7 A.M. to 5 P.M.) and that during the non-work
hours may need to be computed in addition to the present "all

day exposure'" estimates.
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Description and Samples

of
Human Exposure Data Base

Attachment Data Base Description
A Data base documentation
B Concentration threshold levels used for

the human exposure data base

C Monitoring stations and data availability
‘during 1966-1972

D Monitoring stations and data availability
during 1973-1976 .

E Postal zip code area classified according
to the distance from the nearest monitoring
station during 1966-1972 ‘

F Postal zip code area classified according
to the distance from the nearest monitoring
station during 1973-1976

Data Base Samples for Downtown L.A. Site

G Gaseous Pollutant Percentile Data

H Particulate Air Quality Data Base

I’ Sulfate Air Quality Data

J Oxidant Exposure Parameter Data Base
K NOp Exposure Parameter Data Base

L CO Exposure Parameter Data Base

M SO2 Exposure Parameter Data Base

N TSP Exposure Parameter Data Base

0 Sulfate Exposure Parameter Data Base

P Cubic Spline Interpolation Scheme With A
Parabolic Leapfrog Correction

Q Comparing Methods of Filling In Missing
Data
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HUMAN EXPOSURE DATA BASE

ALL OF THE HUMAN EXPOSURE DATA BASES HAYE THE SAME STYLE HEADER
IN THE FORMAT BELOW: -

FIELD COLUMNS COMMENTS
1. VARIABLE 1-3 CO01,NO2,0XI,S02, TSP, S04
2. METHOD CODE 4 A,B,C (SEE METHOD CODE TABLE)
3. STATION NUMBER OR ZIP 5-8 (SEE STATION NUMBER AND ZIP TABLES)
4. YEAR 10-11 66-76
5. MONTH 12-13 1-12

THE EXPOSURE PARAMETER DATA BASE HAS THE FORMAT: (See Attachments J thru M)

1-5. STANDARD HEADER 1-13
6. CONFIDENCE INDICATOR 14-15 1-6 (1=HIGHEST CONFIDENCE)
7. MEAN 16-20 (F5.1)
8. DOSAGE (CONC.HRS} 21-26 (IB)
3. EXCESS FREQUENCY (HRS)  27-32 (IB)

> LEVEL 1 (SEE EXPOSURE LEVEL TABLE)
10. EXCESS DOSAGE (CONC.HRS) 33-38 (I6]

> LEVEL 1
11. EXCESS FREOUENCY (HRS)  338-44 (16)
. > LEVEL 2 (SEE EXPOSURE LEVEL TABLE)
12. EXCESS DOSAGE (CONC.HRS) 45-50 (I6)

> LEVEL 2
13. EXCESS FREOUENCY (HRS)  51-56 (I6)

> LEVEL 3 (SEE EXPOSURE LEVEL TABLE)
14. EXCESS DOSAGE (CONC.HRS) 57-62 (IB)

> LEVEL 3
15. EXCESS FREQUENCY (HRS)  63-68 (IB)

> LEVEL 4 (SEE EXPOSURE LEYEL TABLE)
1B. EXCESS DOSAGE (CONC.HRS) 83-74 (18)

> LEVEL 4

THE PERCENTILE DATA BASE IS IN THE FORMAT: (See Attachment H)

1-5. STANDARD HEADER 1-13
6. CONFIDENCE INDICATOR 14-15 1-8 (1=HIGHEST CONFIDENCE)
7. MEAN 16-20 (F5.1)

08. PERCENTILE 1.000 021-023
03. PERCENTILE .8375 024-026
10. PERCENTILE .3350 027-028
11. PERCENTILE .3325 030-032
12. PERCENTILE .3300 033-035
13. PERCENTILE .39800 036-038
14, PERCENTILE .8700 0339-041
15. PERCENTILE .S600 042-044
16. PERCENTILE .39500 045-047
17. PERCENTILE .38400 048-050
18. PERCENTILE .3300 051-053
13. PERCENTILE .9200 054-056
20. PERCENTILE .3100 057-053
21. PERCENTILE .3000 060-082
22. PERCENTILE .8750 063-065
23. PERCENTILE .8500 066-068
24, PERCENTILE .8250 0639-071

Attachment A

Data Base Documentation




28

25. PERCENTILE .8000 072-074
26. PERCENTILE .7750 075-077
27. PERCENTILE .7500 078-080
28. PERCENTILE .7250 081-083
238. PERCENTILE .7000 084-088
30. PERCENTILE .8500 087-083
31. PERCENTILE .8000 030-082
32. PERCENTILE .5500 093-095
33. ' PERCENTILE .5000 036-038
34. PERCENTILE .4000 038-101
35. PERCENTILE .3000 102-104
36. PERCENTILE .2000 105-107
37. PERCENTILE .1000 108-110
38. PERCENTILE .0000 ©111-113

THE S04 AND TSP DATA BASES DO NOT FOLLOW THE PERCENTILE DATA BASE FORMAT
BECUASE OF THE LIMITED NUMBER OF MEASUREMENTS (5-8 PER MONTH AVERAGE VERSUS
720 PER MONTH AVERAGE). THE S04 AND TSP DATA BASES HAVE THE FORMAT:

1-5. STANDARD HEADER 1-13 (See Attachments H and I)
6. N - NUMBER OF CASES 14-15 (I12) ( <= 15 )

7. MAX - MAXIMUM VALUE 16-21 (F6.1)

8. MIN - MINIMUM VALUE 22-27 (FB.1)

3. GMEAN-GEOMETRIC MEAN 28-33 (FB.1)
10. G.SD-GEOMETRIC 34-33 (F6.1)
STANDARD DEVIATION
11. VALUES- 40-130
ACTUAL MEASUREMENTS (15F6.1)

Attachment A (Continued)

Data Base Documentation




29

Concentration Threshold
Pollutant 1st Level 2nd Level 3rd Level 4th Level
. 0X 10 pphm 15 pphm 20 pphm 25 pphm
(Calif.std.) (1st stage
alert)
; N0, 5 pphm 15 pphm 20 pphm 25 pphm
° (primary (Calif.
.- 1 yr. std.) 1-Hr. std.)
£ %
4
-3
2 S02 2 pphm 4 pphm 8 pphm 14 pphm
S (Calif. (primary
24-Hr. std.) 24-Hr. std.)
co 5 ppm 10 ppm 15 ppm 20 ppm
(Calif.
12-Hr. std.)
TSP 60 ug/m3 100 ug/m3 150 ug/m3 - 200 ug/m3
S (Calif. (Calif. (secondary
b 1 yr. std.) 24-Hr. std.) 1 yr. std.)
=g
-
T o
N S0g 10 ug/m3 15 ug/m3 20 ug/m3 25 ug/m3
S (Calif.
\‘; 24-Hr. std.)

Attachment B
Concentration Threshold Levels Used For

Human Exposure Data Base
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3 17
TSP 30176 = ANAHEIM A A A A
TSP 30177 LA HABRA A A A A
TSP 30184 LoS ALAMITOS AIR STATION A A A
TSP 30185  COSTA MESA HARBOR A A A A
TSP 30186 EL TORO A A A A
TSP 30189  LAGUNA BEACH BROADWAY A A A
TSP 30190 Los ALAMITOS ORANGEWOOD A A A
TSP 33126  RIVERSIDE 11th ST MALL A A
TSP 33142  RIVERSIDE TRAILER A A A
TSP 33144  RIVERSIDE RUBIDOUX A A A A
TSP 33146  RIVERSIDE MAGNOLIA A A A
TSP 36151 SAN BERNARDINO A A A A
: TSP 56401 VENTURA A A A A
% TSP 56402 0JAI A A A A
4 TSP 56404  SANTA PAULA A A A A
3 TSP 56408 CAMARILLO PALM A A A
i TSP 56409 POINT MUGU A A A A
TSP 56410 OXNARD A ST A A A A
TSP 56412 PORT HUENEME A A A A
TSP 56413 SIMI VALLEY A A A A
TSP 56414  VENTURA TELEGRAPH RD A A A A
TSP 56415  THOUSAND OAKS WINDSOR A A A A
TSP 70001 LOS ANGELES DOWNTOWN A A A A
TSP 70060 AZUSA A A A A
TSP 70076 LENNOX A A A A
TSP~ 70083 PASADENA WALNUT A A A A

MEASUREMENT METHOD
TSP A = HIGH VOLUME SAMPLING

Attachment D5. Monitoring Stations Reporting Adequate Amount of Valid TSP
Data During 1973-1976. .




S04
S04
S04
S04
S04
S04
S04

70001
70060
70071
70074
70076
70083
70084

39

315
LOS ANGELES DOWNTOWN A A A
AZUSA A A A
WEST LOS ANGELES A A A
RESEDA A A A
LENNOX A A A
PASADENA WALNUT A A A
LYNWOQD A A A

MEASUREMENT METHOD

Attachment D6.

SULFATE A = HIGH VOLUME SAMPLING

Monitoring Stations Reporting Adequate Amount of Valid
Sulfate Data During 1973-1976.

\‘
>>>>>>>b
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100171 7 2400 161.0 190.9 2 198.0 240.0 161.0 197.C 1648.C
000171 8 206.0 133.0 170.0 -2 167.0 168.0 183.0 130.0 126.0 186.0 206.0
7000171 9 168.0 91.0 134.¢ .3 120.0 163.0 16C.0 122.C ©1.0 168.0

60617110 161.0 72.C 131.9 166.0 142.0 72.0 128.0 181.C 134.0

peuC1 7111 304.0 646.0 168.7 -7 179.0 3040 66.0 200.0C 249.0 129.0

76017112 158.0 29.0 §&7.2 - 96.0 158.0 106.0 108.6 29.0

y756C172 1 236.0 155.0 196.2 -2 186.0 218.0 23¢.0 155.C

j7000172 2 302.0 103.0 1K50.9 «4 162.0 160.0 103.0 302.0 184.0 234.0

17000172 3 301.0 147.0 201.¢ -3 301.0 163.0 253.0 201.C 1F1.2 147.0
S Wsot172 46 175.0 124.0 140.9 <2 141.C 124.0 125.0 175.C 145.0

$7C00172 5 192.0 74.0 115.% . 74.0 192.0 99.0 113.0 131.0

W730C172 6
h7002172 7
7630172 8
7085172 9

170.C 119.0 135.9
163.0  86.0 °120.4
166.0 94.0 122.3
15G.0 42.G 103.1

170.0 119.0 122.0 136.0 138.G .
112.0 116.0 159.0 E7.0 £6.0 146.0 163.0
116.0 166.0 114.0 94.0 122.0 125.0

94.0 62.0 15C.0 102.0 10&.C 125.0

Rl s S JRSS (P P WU L N N NPT QL. G S

W760CG17210 172.0 63.0 92.% §4.0 €3.0 T74.0 E81.0 172.C 118.0
1736817211 223.0 70.0 115.8 -6 223.0 135.0 86.0 84.0 70.0 15%.0
\700G17212 15C.2  45.0 110.5 14.3 46.0 150.0 120.C 143.0 135.0

193.0 215.0:137.0 219.C 231.0

150.0 222.0 235.0 176.0 152.C 196.0 255.0
133.0 2€1.0 16U.C 174.0 ©0.0 124.0

164.0 92.0 92.0 126.0 ©9.0 119.0

202.0 4120 64.0 215.0 273.0 152.0

120.0 104.0 74.0 99.¢ 28.0 52.0

7506671 7
WPOR6CT7T K
70060271 9
70667110
i7C06G7111
hWPC08U7112

231.0 137.0 196.3
255.0 150.0 194.3
2¢1.C ©G.0 148.98
164.0 92.0 112.8
418.C 64,0 190.°
120.0 28.0 71.5

SNNOANSENNVNOT P WNWNSENWDS NSNS

\7GC6CT7T2 1 342.0 132.0 207 .1 132.0 478.0 220.6 234.0 342.0 150.0
off7CGeCT72 2 316.0 #4.0 163.3 -6 134.0 130.0 E4.0 318.0 175.0 2332.0
JPC06072 3 2h3.0 142.0 201.3 <3 218.0 2468.0 239.0 180.0 142.0
MIC06LT2 4 18C.0 115.0 151 .1 -2 155.0 177.0 115.0 127.0 165.0 180.0
M7C06072 S 280.0 103.0 175.0 -4 212.0G 103.0 280.0 184.0 151.0 169.0
WraCe0T2 B 272.0 132.0 19¢8.6 «3 272.0 132.0 196.0 236.0 166.G
Wcosc72 7 230.0 110,06 178.3 -3 190.0 226.0 230.0 110.0 140.0C 19%.0 190.0
M7306G72 8 292.0 107.0 171.5 -4 195.0 292.0 146.0 107.0 171.0 167.0

A2006072° 9 246.0 R2.0 136.8 . 2.0 94.0 246.0 132.0 126.0 202.0

ATC06G721¢C 2ti2.0 S5.0 105.0 -5 122.0 100.0 &9.0 55.0 z(8.0 1604.0
AP00G607211 255.0 45.0 92.3 -8 255.0 160.0 72.0° 6&.0 45.0 110.0

A7CC607212 176.0 36.G 9R.6 120.G 36.0 98.0 110.G 176.0 112.0

A73Q7671 7
MW?7G07671 @
ATUGT767F ©
ATOG7£7110
A7C0767111
700767112

150.0 118.0 137.3
253.0 114.0 146.9
182.80 97.0 128.0
187.0 108.0 145.4
276.C 65.0 1¢6.6
199.0 42.0 110.6

133.2 150.0 118.0 15C.0 138.0

14.0 153.0 135.0 125.0 123.0 253.0 161.0
102.0 151.0 117.0 138.0 ©7.0 182.0

187.0 160.0 102.0 152.0 122.0 15¢.0

142.0 2246.0 66.C 203.0 276.0 180.0

136.0 199.0 137.0 108.C 42.0 109.0
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7007672 1 303.0 12%.0 184.4- 303.0 177.0 195.0 1€6.0 177.C 125%.0
R7G07672 2 6°229.0 97.0 150.5 229.C 159.0 133.0 221.0 112.0 97.17
7007672 3 17$.C 109.0 139.6 179.0 113.90 159.0 141.0 150.0 109.0
A?g"7c72 4 165.0 137.0 150.7 -1 146.0 154.0 165.0 143.0 1641.0 127.0
WPL_7¢72 S 166.0 97.0 137.9 <2 129.0 97.0 154.0 128.0 166.0 156.0
A?007672. 6 162.0 137.0 145.6 -1 141.0 144.0 153.0 137.0 162.0 138.0
FA7007672 7 143.0  71.0 108.6 -3 106.0 111.C 103.0 71.C 102.0 142.0 142.0
b

173.0 102.0 132.5 102.2 171.0 121.0 173.0 115.G 129.0
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ollu.ant
Method
)

tation
= Code

Year

O o0 \IO‘-L’\J\UJN—‘Month

o &
SO4AT 1175
SOLAT7C0173
SC4A7LGATTS
SULAZ0G6173
SCLA7C0OQ1TS
SO4LA70,00173
SCLATLODDATYS
SOLRTLCE1T7S
SCLA70GGG1TE
S04A7C0017310
SCLA700017311
SC4LATEC017312
SCGLATCCO174
SOLA7G0G174
SCLA700LT4
SCGLATOGC174
SOLA7S00174
SO04A700C0174
SO4A700UD174
SOLAT7C0Q0D174
SO4LAT7GLCOC174
SO4A700D17410
SOLAT7ON0174611
SO4LATCOGATL2
SOLATC00975
SO4AT7CD0175
SC4LA7000175
SO04AT700G175
SO4A7COL175
SC4A750G175S
SO04A7300175
SOLAT7ULOG175
SOAA7000175
SO4LA700017510
SCLAT0OCI7511
SO04A700017512
SO4LA7UODY76
SOLA700C1TS
SOLAT7OQ0Y76
SO4AT70001764
SO4LATO0CT176
SC4A7LU0N176
SO4A7D300176
SCLA7000176
SOLA7G00O476
SOAA700017610
SOLA7LGT17611
f YA700017612
SULATDOT7E?S 1
SOLATTOT7ET73 2
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MAX

11.3
10.0
12.2
50.3
72.2
52.0
42.6
3()\.6
h2 .5
22.5
9.0
16.9
9.5
24.2
12.9
16.2
33l8i

L4 .5

21.9
28.6
38.9
38.4
27 .4
1.3
AL
7.4
36.3
15.6
30.4

" 23.9

22.4
22 .5
31.0
19.7
22.5
20.9
23.5
15.0
15.8
17.0
18.3
14.3
36,4
29.6
23.8
23.8

16.2.

13.2
14.0
11.9

CMIN GMEAN

4.5 7.8
3.1 5.1
5.1 7.0
2.4 13.0
6.1 18.2
S.2 12.7
16.7 29.4
11.9 17.9
6.1 18.0
4.0 7.1
0.1 2.
.7 4.
1.9 3.
3.2 5.
1.8 4.
2.6 6.
4.1 12.
3.9 15.
7.7 412.
2.4 1¢&.
16.2 24.
2.7 11.
1.5 3.
2.5 4.4
2.3 3.5
2.9 4.2
3.0 7.1
2.5 6.7
4.3 12.%
13.6 - 18.7
12.2 14,8
.2 15.4
1.3 17.5
3.4 8.7
3.5 2.5
5.7 &.9
5.1 11.0
5.8 7.6
Hho6 - 7.0
5.4 8.7
9.6 13.2
.2 11.3
16.5 23.4
7.8 13.1
7.7 15.8
4.2 10.0
4.3 ?.3
2.4 6.0
4.7 7.1
3.4 6.3
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6.Sbp ACTUAL VALUES + = = = = = = = =
1.4 8.3 ¢.1  10.28 8.0 11.2 4.5
1.5 4.4 4.3 4.9 6.3 2.1 10.0
1.4 7.5 6.2 5.9 12.2 6.4 5.1
3.7 2.4 21.2 37.5 18.7 2.7 50.3
2.7 6.1 9.7 42.0 72.2 23.2 R.7
2.2 5.2 16.7 11,4 7.7 10.8 52.0
Toh 42.2 3I5.7 42.6 23.4 16.7 24.5
1.5 30.6 19.6 25.28 12.C 11.9 1L.8
2.0 13.9 14.2 42.2 3.1 6.1 1&8.3
1.9 22.5 4.0 6.5 -5 4.0 3.6
9.5 3.6 39.0 23.2 0.1 C.5 1.3
3.5 3.3 C.7 16.9 11.1 2.2 13.1
1.7 1.9 2.7 2.0 Q.8 4.3 4.5
2.2 24.2 4.2 3.¢ 5.2 3.2 3.3
2.4 1.9 1.8 8.6 12.9 8.¢ 3.1
2.0 2.6 6.8 5.0 13.9 16.2 4.5
2.3 16.7 32.8 25.6 4.1 5.1 13.7
3.1 21.2 42.3 44.5 3.9 5.9
1.6 15.4 20.0 .9 g.8 7.7 21.9
1.6 9.4 11.1 23.1 28.6 27.C 22.0
T.h 16.2 32.4 16.8 38.9 23.1 29.1
2.5 12.3 &.5 38.4 23.5 9.5 2.7
3.0 2.6 4.1 1.5 27.4 1.6 2.3
1.9 5.7 hoh 13.3 3.3 2.5 2.5
1.5 3.2 5.7 2.3 2.3 6.0 3.0
1.5 2.9 4.6 3.2 7.4
2.4 36.3 3.0 3.9 r.7 4.8 8.3
1.9 2.5 6.0 6.2 8.4 15.6
2.4 b.2 26.8 7 5.5 14.7 20.4
1.3 13.6 23.9 14.4 22.5 20.¢
1.3 13.7 15.5 12.2 22.4 12.3
1.5 20.4 22.8 17.4 13.2 &.2
1.6 11.9 16.1 31.0 11.3 26.2
1.9 "13.4 7.5 3.4 19.7 7.5
2.3 21.0 22.5 8.7 3.5 5.5
1.8 5.8 5.9 5.7 20.9 14.0
1.7 5.1 9.6 9.8 23.5 16.0 1n.0
1.6 5.8 ¢.1 15.0 6.4
1.6 5.6 5.6 LoG 8.0 15.8 6.5
1.6 5.4 6.8 7.6 17.6 1C.5
1.3 9.6 18.3 14.9 12.8 11.9

- 1.2 11.5 8.2 13.4 10.3 14.3
Teh  34.4 19.9 16.5 26.4

1.7 1106 1704 8.3 7.8 29.4
1.6 18.83 23.2 12.4 23.& 7.7
2.2 7.8 4.2 28.2 10.6
1.7 4.3 8.0 8.8 16.2 13.9
1.9 2.4 6.7 8.0 13.2 hob
1.5 6.5 5.5 14.0 7.3 7.2 5.7
1.5 6.8 5.7 5.5 7.3 3.4 11.9

Attachment I

Sulfate Air Quality Data Base




OXIA7000173
OXIA7000173
OXI1A7000173
OXIA7000173
OX1A7000173
0XIA7000173
OX1A7000173
OXIA7000173
OXI1A7000173
OXI1A700017310
OXIA700017311
OXIA700017312
OX1A7000174
OXIA7000174
OXIA7000174
OXIA7000174
OXIA7000174
OXI1A7000174
OX1A7000174
OXIA7000174
OXIA7000174
0XIA700017410
OXIA700017411
OXIA700017412
OXIA7000175
OXIA7000175
OXI1A7000175
OXI1A7000175
OXI1A7000175
OXIA7000175
OXIA7000175
OXI1A7000175
OXIA7000175
OX1A700017510
OXIA700017511
0OXIA700017512
OX1A7000176
OXIA7000176
OXIA7000176
OXI1A7000176
OXIA7000176
OXIA7000176
OXIA7000176
0XI1A7000176
0X1A7000176
0X1A700017610
0X1A700017611
OXIA700017612
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E>10 F>15
0 0

0 0

0 0

1 0
177 12
609 32
338 20
94 5
117 3
77 6.
52 3
0 0
0 0
0 0
96 7
164 18
111 7
279 14
265 18
318 22
540 50
112 5
0 0

0 0
32 1
18 0
36 1
14 9}
64 1
79 2
310 22
265 22
383 36
148 14
14 .0
0 0
13 0
g 0
50 3
39 3
152 12
293 21
193 11
261 22
151 )
280 22
127 7
0 0

E>15 F>20 E>20 F>25 E>25

0
0
0

0
72
339
160

Oxidant Exposure Parameter Data Base.
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NO2A7000173 1
NO2A7000173 2
NO2A7000173 3
NO2A7000173 4
ND2A7000173 5
NO2A7000173 6
ND2A7000173 7
NO2A7000173 8
NO2A7000173 9
NO2A700017310
NO2A700017311
NO2A700017312
NO2A7000174 1
NO2A7000174 2
ND2A7000174 3
NO2A7000174 4
NO2A7000174 5
NO2A7000174 B
NO2A7000174 7
NOZ2A7000174 8
NO2A7000174 9
NO2A700017410
NO2A700017411
NO2A700017412
NO2A7000175
NB2A7000175
NO2A7000175
NO2A7000175
NO2A7000175
NO2A7000175
NO2A7000175
NOZ2A7000175
NO2A7000175
NO2A700017510
NO2A700017511
NO2A700017512
NO2A7000176 1
NO2A7000176
ND2A7000176
NO2A7000176
NO2A7000176
NO2A7000176
NO2A7000176
NO2A7000176
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Attachment P

Cubic Spline Interpolation Scheme With A Parabolic Leapfrog Correccion

Reference

T. Sommers W.T. (1976), "Data Interpolation by Cubic Splines", USDA

Forest Service Research the PSW - 313

2. Guardado, J.L. and W.T. Sommers (1977), "Interpolation of Unevenly
Spaced Data Using a Parabolic Leapfrog Correction Method and Cubic

Splines", USDA Forest Service Research Note PSW - 324.
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‘1IC SOUTHWEST
Forest and Range
Experiment Station

FOREST SERVICE

U.S.DEPARTMENT OF AGRICULTURE
P.O. BOX 245, BERKELEY, CALIFORNIA 94701

DATA INTERPOLATION BY CUBIC SPLINES

‘William T. Sommers

USDA Forest Service
Research Note PSW-313
1976

Cubic splines are a mathematical formulation of a
mechanical technique used by draftsmen for many
years, in which they fit a flexible strip of material to
known points in order to form a smooth curve. For
mathematical purposes, the known points are data
values on a fixed or variable mesh and the flexible
strip is approximated by a piecewise continuous func-
tion. This function is defined as a cubic polynomial in
each interval between the known points, with con-
tinuous first and second derivations.

The cubic spline is useful as a data interpolation
technique, as a finite element method in numerical
analysis, as a data smoother and as a volume esti-
mator. Meteorolagists have used cubic splines for data
smoothing?, for telescoping a grid2, and for eval-
uating derivatives in numerical analysis compu-
tations.3 Cubic splines are of potential use in forestry

.

Sommers, William T.

1976. Data interpolation by cubic splines. USDA
Forest Serv. Res. Note PSW-313, 5 p., illus.
Pacific Southwest Forest and Range Exp. Stn.,
Berkeley, Calif. .

The cubic spline is a cubic polynomial that can be
used with data sets of either fixed or variable mesh
length. It is useful for interpalating data, smoothing
data, estimating volume, and achieving_ greater pre-
cision in numerical analysis. The technique has a va-
riety of applications in forestry and related disciplines.
A FORTRAN |v computer program, available upon
request, will yield a bi-cubic spline interpolation for
either a variable mesh length or an equal interval grid.

Oxford: 0-015.5
Retrieval Terms: data smoothing;
agement; cubic splines.

forestry; fire man-

and fire applications that deal with numeric data
bases. Examples of such use include smoothing or
interpolating digital topography, working with brush
cover heights and classes, estimating volume con-
tained between tree tops and ground level from sparse
data, interpolating growth rates between known
points, and in other applications dealing with a spatial
or time series data base. '

SINGLE CUBIC SPLINE

The basic mathematical theory for both the single
cubic spline {one-dimensional) and bi-cubic spline
(two-dimensional) is explained by Ahlberg and
others.? A concise reformulation of the basic theory
tailored to application follows.




If Sd(f;x) is the spline of interpolation of the
function f(x) on the mesh d, then

Ple [ -

2 b
dx +
a

where primes represent differentiation. The integral
on the left hand side of (l) is minimized by the
spline fit and end conditions s (f;a) = s (f;b)= 0
In words, the cubic spline represents the curve with
minimum curvature that will fit the given data, be
continuous through the second derivative and assure
the "smoothest” fit to the data.

The derivations which follow may be found in
expanded form in the publication by Ahlberg and
othersﬂf. Consider the mesh d of length b-a sub-
divided such that
d: a = Xo <Xj < . . <x_ =b

i c n

where the spacing between the X; need not be uniform.

Data values at the-xi points are given by

2

' (x) - sg (f;x) [ dx (1)

Z: 240 245 eeeZp

and may represent digital elevation values or some
other form of data on a grid. We seek a spline
function S (x) which is continuous through its second

derivat1ve (S (x)), coincides with a cubic in each sub-

..n) and satisfies
Sd(x) is periodic

interval x; j=xsx; (i =1, 2, .
Sd(xi) =z at the given points X;.
or nonperiodic depending on whether the condition
Sd(a+) = Sd(b—) is satisfied or not.

We designate Mi the moment Sa and from the pre-
scribed linearity of the second derivative we write

X=X X=X; 3
S0 =M\ w PR @
where hi = X374 is the spacing between the known
data points. Equation 2 simply restates the minimum
curvature pfoperty and uses the prescribed linear
change of the second derivative between known points
X
Integrating (2) twice and evaluating the con-

stants yields

, (xi-x)2 x-xi_])2
Sa(x) =M 1\ 7 A 2h; +
i« T 1
i ) | MiMia), (3)
R 3 i

(x;-x) (x-x;_1)°
Sglx) = M; 6h i\ e

o { Pz
\

i
h

(4)

Equations 3 give the slope of the spline and
equations 4 the spline itself. We will continue
the development here in terms of the moments, Mi’
but one could just as easily develop the technique
in terms of the slopes. One sided limits of (3)

yield
h, h 2.-Z
Sylx;- ) = (gl- Mi—l) ' + (3—1— Mi) +("—ﬁ-:—']-) (5a)

hy g hy z, 4172
' itl i+l i+1 (5b)
Sg (xi#) = -{ 3= M) -\ Min AT

These and the slope continuity condition yield

h; h,+h, h,
1 i 1+1 i+1 _

RS S kY A b sl RN

I O e e 0 (6)
hil h;

which, for the periodic spline, give N-1 simultaneous
equations for the moments Mi’ MZ""'Mn' For the
nonperiodic spline, additional, or end, conditions
must be supplied. These conditions are a matter
We have found that specifying the
slope at the end points (a,b) by linearly extrapo-

lating the z values from (z;, z,) and (z,_;, Z,)

of experiment.

works well. Generalized end conditions are
2Mo A M = c° (7a)
w Moy F M o=cp (7b)
in which

i+
Ay = (8a)

1 hi+hi+1

wp =14y (=1, 2, ..., n-1) (8b)
Equations 6 now become
”iMi-l + 2M + A1M]+, 6
[(Zi'ﬂ_z] )/h'iﬂ] [('Zi-zi—] )/h’-] (9)

hi*hs




Writing equations 7 and 8 in matrix form as

23 0 e 0 0 0T OF,
B2 A 000 0 || g
0w, 2 T A I
. . .= (10a)
00 0 .2 a0 |l e,
00 0 ooy 2 g h Mt o,
oo 0wz | o
or AM =C (10b)

shows them to be a tri-diagonal system of equations
which can be solved by numerical techniques. Repeated
calculations on the same mesh (i.e., only the z; change)
can yield considerable time savings due to the non vari-
ance of hi’ Ays and My

Use of equal interval meshes can save even more
computational time.
tions, large iterative computations are carried out on
equal interval, multi-level grids.
time can be saved. For an equal interval mesh, the
inverse of the coefficient matrix A of equations 10
takes on sump]if1ed form. Equation 10b may be rewritten
as M= A" C and the moments then may be calculated by
inverting the coefficient matrix A.
of A in terms of constant A is

In many meteorological applica-

As a result much

The nxn determinant

2 2 0
1-2 2 A
0 2 2
Dn () cees 2 0 0 (1)
1-» 2 A
0 12 2
h
since A = —F——;—F———— = 1/2 for equal intervals, the

+1
determinant Dn = Dn (1/2) yields
. =@ﬁ1/2)n+] _(lil/:e)nﬂ
n 2 2
3172
D =1 - (2)
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The coefficient determinant |A| satisfies
IAl =40 - 1/20 , (13

And the elements of the inverse of the coefficient maty
are

)4, )
a1 2 n) (ZDH ]/4?i-2>(20n-j-1 ’/4°n-j-z)
e 213

(0<jcis N) 014

il CORER CRELZ
. a) 2053 - 17405 20, 5y - 1740 ,
1:3 21‘j 'Al

(0<j <i<N) (18

1y ( ]
w1 e e )
o 20
(0<j<N) (14c
g ( )
R 172 (254 - 1740,
Sl RTY
(0<j <N (144
N
Since M R,". C.
J_O 1. 3
we get M, = A7) [c + 8 (z +;\Z)]- 18 g A“ z
ol * ;2% " “of he joo 153 7
6 -1 6
2l A [CN Y2 <ZN - Hy ZN-I)] (16)

Additional shortcuts can be used when the spline is use
operationally on an equal interval mesh when the Z fiel
does not vary drastically from run to run. Since the
A;lj decay rapidly with distance from the principal
diagonal (i.e., abs(i-j) becomes large), experimentatio
should yieid suitable truncation methods.
Bi-cubic Spline

We have dealt so far with the single cubic spline.
For a bi-cubic spline, extension to a grid of k rows by
columns is easily accomplished by considering the calcu
lated Sd(x) values to be new z values and rotating
the single cubic spline technique through 90°. For
example, consider that you wish to interpolate to a
point «, vy between rows k and k+1 and columns 1 and
1+1. Calculate S (y) for all rows and calculate
S (m-ﬁ for the 1nterpolated values S (y) in the

"y column",
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APPLICATION

The cubic spline may be used to interpolate data
or to smooth data, to estimate volume or to replace
or supplement finite difference approximations in
numerical calculations. Before applying the spline
technique for interpolation, the user must understand
the nature of the available data and remember that
the spline is a technique for achieving a polynomial
- fit with minimum curvature. If the actual data con-
tain significant variations, or frequencies (wave-
lengths) that are higher than sample data collection,
then the root mean square error associated with
spline interpolation is not likely to be significantly
better than the root mean square error associated
with a linear interpolation scheme. The spline inter-
polation scheme will provide a minimum curvature
fit, to the data, that is continuous through the second
derivative. Spline interpolation is advisable, therefore,
when the interpolated data are to be used in caleu-
lations which may be adversely affected by discon-
tinuous slopes.

As an example of data interpolation and smooth-
ing, we applied the bi-cubic spline technique to digital
terrain heights on a grid. The topography of the Devil
Canyon area of the San Bernardino National Forest in
southern California {fig. 7) had been hand-digitized at
a horizontal spacing of 400 feet (122 m) and an eleva-
tion resolution of 20 feet (6 m). A meteorological
research network is located there and is used in the
development of numerical weather models which also
require topographic data. We created new data sets by
using every other point (800-foot spacing) of the orig-
inal grid, every third’ point (1200-foot spacing), and
every fourth point (1600-foot spacing). The new data
sets were then interpolated by bi-cubic splines to the
original grid points. The root mean square errors in
elevation at the interpolated points that resulted were
67 feet at the 800-foot mesh length, 93 feet at 1200
and 119 feet at 1600. Figures 2a, b, ¢, and d show
computer-generated plots of the original 400-foot
digitization and the three interpolations. Note how
the many small ravines of 500-foct to 1000-foot
width that are seen in the quadrangle map (fig. 7) are
represented and smoothed in the four plotted digital

-The Author _._
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maps (fig. 2). If it is assumed that a grid of mesh
length A can resolve features with a 2AAcharacteristic
scale, then one can expect features of 800, 1600,
2400, 3200-foot widths to be resolved in figs. 2a, b,
¢, and d. The resolutions we achieved were actually
somewhat better. Major topographic features such as
the east and west forks of Devil Canyon, the Pine Flat
and Camp Paivika plateaus, and Monument Peak are
discernible through the 1600-foot mesh {fig. 2d).

Users should determine the balance between reso-
lution and smoothing required for their particular
needs and choose an appropriate interpolation inter-
val. If variable resolution is required, the spline can
telescope to higher resolution in areas of interest
while maintaining lower resolution elsewhere. This
technique can be applied in digitizing the data by
choosing a tight digitizing interval where gradients are
large and allowing looser intervals efsewhere, and then
having the variable mesh length spline generate an
equal mesh length grid.

A FORTRAN IV computer program, written by
Julio L. Guardado, University of California, River-
side, will yield a bi-cubic spline interpolation for
either a variable mesh length or an equal interval grid.
Copy of the program is available 'on request to: Direc-
tor, Pacific Southwest Forest and Range Experiment
Station, P.O. Box 245, Berkeley, California 9470l,
Attention: Computer Services Librarian.
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The technique proposed allows interpolation of
data recorded at unevenly spaced sites to a regular grid
or to other sites. Known data are interpolated to an
initial guess field grid of unevenly spaced rows and
columns by a simple distance weighting procedure.
The initial guess field is then adjusted by using a para-
bolic leapfrog correction and the known data. The
final output is then generated by use of cubic spline
interpolation on the adjusted grid. Application to test
and actual data showed acceptably low root-mean-
square error.

Oxford: 111.0-015.5.
Retrieval Terms: meteorological analysis; data process-
ing; cubic splines.

William T. Sommers

Data collection sites used during field experiments
or in operational observing networks are usually not
located at points of an orthogonal grid. But numerical
analysis techniques for processing the collected ob-
servations usually require data on an orthogonal grid.
Even when data from unevenly spaced points are in-
terpolated to other unevenly spaced points, many
techniques require an intermediate orthogonal grid.

In this note, we describe a technique by which
data recorded at unevenly spaced sites are used with
cubic splines® to interpolate to unevenly spaced sites
or to generate an orthogonal grid. The technique may
be applied to any type of data. Judicious choice of
grid spacing will, however, improve performance
when the general variation of the specific data being
interpolated is known. .

PROCEDURE FOR INTERPOLATING

This procedure for interpolating from unevenly
spaced data has three steps. First, we use the known
data to generate an initial “guess field” grid by means
of a simple square-of-distance weighting scheme using
straight-line distance between points. Then, we adjust
the initial guess field rows and columns using the
known data points and a parabolic leapfrogging tech-
nique. Finally, we interpolate the corrected field toa
desired orthogonal grid or to another set of unevenly
spaced points,

Initial guess field rows and columns are chosen
such that each row and column passes through one of
the known data points. Normally, only one column is
generated per unique data point x value and only one
row is generated per unique data point y value. The
grid produced is orthogonal but has unevenly spaced
rows and columns. After the initial rows and columns

are adjusted, cubic spline interpolation!® is erformed
) P Y P
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are used to determine those marked with a question
mark. The numbers signify the leapfrogging sequence.

independently on each row and column to generate
two data values at .the desired output points. These

two data values are then averaged to produce the final
output.

Inverse Square-of-Distance Weighting

The problem of determining a function value at a
random point on a grid was solved using an inverse
square-of-distance weighting applied to the known
point function values. The basic procedure for finding
a value at an unknown point from weighted values at
n known points is
i w;if;
i=1

f=

n

Z w

i=1
where f’ is the function value at the unknown point, fj
are the function values at the n known points, and wj
are the weights given to the fj. Because we desire that
the contributions of the fj to f be weighted as the
inverse square of the distance, then

where d; are the distances between known points and
unknown point. This procedure is repeated for each

. unknown point on the row or column of the initial
guess grid which we are filling.

For example, say that the point x; was a
distance d, from a point x! at which we would like to
approximate the function value. Furthermore, the
point X, is twice as far from x' as x,. Point x, would
be given a weight of 4/5 and point x, would receive a
weight of 1/5 because it is twice as far away as X, and
should be given 1/4 the weight of x,. The sum of the
weights multiplied by the function values at the
known points yields the function value at the un-
known point.

The Parabolic Leapfrog

Since all the initial guess rows and columns pass
through at least one known data point, the question
“How can we correct the initial guess given a known
point?” arises. It was decided to correct the initial
rows and columns by a “leapfrog” technique begin-
ning at the known data point and performing piece-
wise corrections using a parabola passed through
three points to obtain a fourth point within that
interval. The leapfrogging procedure is diagrammed
for a case where (a) leftmost endpoint is known, (b)
rightmost endpoint is known, and (c) a “central”
point is known. The points marked with an asterisk

(2) +) + + + +
1* * 9 *
2% % ? *
®) + + + + (1)
* ? * * 1
7+ x2
() + + O+ o+
* * ? * 1
L S
Initial
o guess
X data
N After
leapfrogging
Known data point
X Axis

Figure 1—=The curve demonstrates the effect of
parabolic leapfrogging applied to a straight fine and
a known data point not on that line.

Figure 1 shows the effect of the leapfrogging pro-
cedure on a straight line, given a known point not on
the line. We can see by the distance between the two
lines that the effect of the correction procedure
diminishes as the distance from the known point
increases. '

Given a set of points

(xp,f) fori=0,123,...n n>3

and given a known point (xy,f) 0 <k < n, then the
remaining f; (i=0,...n i% k) may be corrected by
using the technique of parabolic leapfrogging.

Let j be the starting subscript for choosing the
points to be used for interpolation and correction in a
negative (decreasing x;) direction, and let m be the
starting subscript for interpolation and correction in a
positive (increasing x;) direction. We must consider
three cases when choosing j and m.

Case 1: X = xp, then j = nand m = 6 (not
defined) ‘




Case 2: xx =xo, thenj=8and m=0
Case 3: xx k # O,n, then j = min(nk+1)and m =
max(0,k-1)

We perform the parabolic leapfrog corrections in a
positive direction by choosing the set of points

{0, (i1 finn)s (Xi+3.fi+3))
where m+3 <nand m <i < n-3, to find the point
(xi+2 :fi+2)'
For leapfrogging in the negative direction we
choose the set of points

{ i3 fic ) (i fie1)s (060D}
where j 2 3 and j > i > 3, to find the point
(xi-2,fi-2).

We note from the above that at least four points
are required for this correction procedure and that
the leapfrogging cannot always be done in both a
positive and negative direction. Leapfrogging could
not be used to correct a boundary value but can be
used on interior points nearest to the boundaries.
Because interpolation, by definition, requires known
data to bound unknown points, correcting boundary
values should not be required.

The Lagrange Interpolating Polynomial

A parabola was fitted through the set of “known”
points in the leapfrogging stage using a procedure
known as Lagrange interpolation. This technique was
chosen because of its ease of use and its flexibility. A
polynomial of degree n-1 is fitted through n points,
so that if desired, one could include more points in
the leapfrog’s individual interpolations with minor
modifications to the procedure.

Let
n-1
P(x)= Z  fiLi(x)
where  P(x) the interpolated value at x

f; = the value of the function to be

approximated at known point x;
Li(x) = the ith Lagrange coefficient at x
X; = theith known x value
n = the number of interpolating points

We define the Lagrange coefficient as

n-1
L) = I XEm
M2k Xk~Xm
fork=0,1,...,n-1.
Henrici? gives the motivation for this technique

and also a proof.
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Cubic Splines

When a grid has been generated and corrected,
cubic spline interpolation is used to supply data
values at the desired unknown points. The cubic
spline is a cubic polynomial that can be used with
data sets of either fixed or variable mesh length.
Cubic spline interpolation provides a minimum curva-
ture fit to the data that is continuous through the
second derivative and returns exact values at known
points. For additional details see Sommers (1976).!

APPLICATION

We first tested the grid generation scheme by re-
constructing an existing grid of 51 rows and 51
columns with a data field consisting of a conical sur-
face centered on gridpoint (26,26). The cone’s sur-
face formed a 30° angle with the plane of the grid
and the data values ranged from 0.0 at (26,26) to
slightly over 20.3 at the grid’s corner points. The
“known” points for the grid interpolation were
chosen at random from every row, every other row,
and every third row. The root-mean-square errors of
the unknown points in each case are summarized in
table 1. A FORTRAN IV program compiled by the
FORTRAN H optimizing compiler and executed on
an IBM 360 model 503 was used to perform the inter-
polation from the known points to the desired 51 X
51 grid. Execution times for each run are included in
table 1 to give a feel for percentage change when the
number of points is increased or decreased. The ratio
of execution times would be fairly constant for most
machines.

Table 1-Error and execution time for interpolation on a
conical surface to a 51 x 51 grid

Number of Root-mean- Execution
known points square error?! time (rmin)
51 1.5179 1.53
26 2.5315 0.53
17 3.1588 0.46

! Root-mean-square errors were determined by taking the
values at known points, dropping them out, interpolating to
them as if they were unknown, and comparing the results.

As a second test, we selected a set of 71 standard
reporting weather stations in the Southeastern United
States, held out a subset as the “unknown” points,
and interpolated the “known” points to the unknown
points by generating a grid, using the same procedure
as in the first test case, and then interpolating the
gridded data to the unknown points. Figure 2 shows




the location of the 50 known points and the 21 un-
known points. We performed the interpolation pro-
cedure on three variables: temperature, sea level tem-
perature, and dewpoint.

During the initial attempt at interpolating the real-
world data we discovered that the “shooting” error
which sometimes arises when one is fitting curves be-
came quite large and unacceptable. Shooting errors
arise when the gradient between two known points is
so large that the interpolating function trajectory
continues to increase or decrease beyond reasonable
limits at an unknown point downstream. The shoot-
ing error was corrected two different ways for com-
parison. The first and most obvious way to correct it
was to limit the interpolated value to either the mini-
mum or the maximum of the points being used for
interpolation according to whether we undershot or
overshot. The second was to fit the point using linear
interpolation if shooting occurred. We ran the pro-
gram both ways for six hourly observations between
1800 and 2300 GMT on April 16, 1976, and com-
puted root-mean-square errors at each of the “un-
known” points. Linear interpolation resulted in mini-
mum root-mean-square errors in all cases analyzed.
The results are given in zable 2.

@ KNOWN
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Table 2—Root-mean-square temperature, sea level tempera-
ture, and dewpoint errors at interpolated stations for hour
observations between 1800 and 2300 GMT on April 16, 1976,
using two methods for correcting shooting error

~Root-mean-square error
for interpolated . ..
Correction
method Temperature Sea level Dewpoint
temperature
°C

Minimum/maximum

limiting 2.46 2.51 3.76
Linear

interpolation 242 2.43 3.38

The points used as the “known” points were
chosen at random and the grid used for the interpola-
tion was arbitrarily given 25 rows and columns. This
grid size was chosen to hold computer core and cpu
requirements down in an effort to speed up the de-
bugging process by increasing the total number of
runs per day. A careful analysis of the known data
available and a judicious choice of the grid’s mesh
length based on the user’s particular data base should

O UNKNOWN

2%

100°

90"

Figure 2—Meteorological data from “known’’ sites in the 13 southeastern States were interpolated to “unknown’’

sites in the six most southeasterly States.
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yield even better results. These two considerations are NOTES
the most important when using this particular scheme

. ) 18 , W.T. 1976. Data interpolation by cubic splines.
for interpolation of data. onmers D s Y Cunic splines
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spaced points, are available on request to: Director, 183-193. John Wiley and Sons, New York.

P. acific Southwest Forest and Rang.e ExPemnent Sta- *Trade names and commercial enterprises or products are
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Attachment Q
COMPARING METHODS OF FILLING IN MISSING DATA

Suppose one has a number of years of monthly average values of pollutant
readings, and that in some one year, some of the monthly averages are
miséing. Number the months by i = 1,2,...,12. We will address our remarks
to three different methods of filling in the missing values.

The first assumes that the seasonal pattern is fairly constant. Thus,

if X.. is the 1th

i monthly average

where Tj is the total for the jth year, 2: Pi = 1, and as a consequence
1'

TJ :E: X T :E: P (]+E )
i

implies that the random errors Eij satisfy

(1) ;Pi E;5 = 0, all j.
We will assume that the E j are normally d1str1buted with equal variances
02 and mean zero cond1t1oned on (1).

Suppose that we have J years of good data, and in year j = o, we have
good data in the months I = {i],,..,im} and data missing in the other
months whose set of indices we denote by I°. A natural method of filling
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COMPARING METHODS OF -2- 31 October 1978
FILLING IN MISSING DATA

in the missing data is to estimate the Pi from the J good years by
taking

A
Py = =2 X /T

J 350 1J.j
1 1

= — P.(1+E..) = P. {14+ — E..
ST ) <m0 )

Assume also that the Eij are independent for different j and independent
for i before the conditioning (1).

Now estimate the total T0 for the year with missing data by

1 A

il

A
TO

] A
T 1ZI Py To(1+E55)/P;
e.

1 A
To(‘f 2 “*Ei,o)Pi/Pi>

i€l

Now fill in the missing data by the estimate

We want to estimate the size of the overall bias over the missing months.
This bias is defined as

A
B = ZC (Xio = P; T.),
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COMPARING METHODS OF -3- 31 October 1978
FILLING IN MISSING DATA :

As our measure of bias, we wil] compute EBZ. Now

=2 % . -TZP

iel® jel©
Now
A
io = P Toé* JLJZ% Eij><}— 1}; (1+€, )P /P)
Write
p.-p,
(2) }—]ZE: (14E, )P, /P, = 1 +%§T’,ﬁ+%id Eio Pi/F%
and ‘approximate
P,-P, N -
P? Pi J %0 ij
,\
Eio Pi/Py = 20 Eio

igl iel

to get the expression in (2) to be

1 - J71 EZ: E %'EE: Eio

J>0 iel

Therefore, to first-order terms

A
i o= P +— . l
x_l’ T1 JEA:OE,J JZ I >
SO
5 - TP T (> L L lZE
X1,0 0 1L o\J “ 1,] J I i1 io
j>o 13 €
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COMPARING METHODS OF -4- 31 October 1978
FILLING IN MISSING DATA :

Summing over ieI® gives

1 2 : P z: P 2:
B/T =~ — P. E. . - =— E.. + — E.
0 J $%0 1 71,] I 50 iJ I =t 1o
e A .
iel iel

where P =Z P.. Since ZP. E.. = 0, we can write
Ic 1 i T 1]

2P Bij - 2 Py Ei
J>o, j>o

iel iel
and rewrite

1 2 : Pi 1 1
B/PT = - — E..(—+—-)+—§
0 J >0 P I I iel Eio
iel

Note that the two terms are independent, and have mean zero.

We can go a little further using a standard probability result, i.e., let
Z],...,Zn be independent N(O,GZ) variables. Then

: 2
( 7 J u) 3- J J k J Z B§

From the above, we have that

(4)
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COMPARING METHODS OF -5- 31 October 1978
FILLING IN MISSING DATA

Since the Eij are independent for different j, the first term is simply

/P 2
1 i 1 -
s [Z Ei](_P+I_>] 21. Pi B3 =0

iel

By (3) above this equals

. 2[5 (2o 1¥ Sl

Using (3) again, the anterm in (4) is

2 (?Pi)z

]
(6) e g
12 P2

As a first approximation, take all Pi = 1/12. Then (5) becomes

2 2. 2
o 1 ] I
— _ —_ [I-TZ-]

2 _ 2 2| 12 . a9? . 1¢. I
EB” = T, g 7 * 171 5
JIIC 12 12

2. 2 3

o T, ¢ L I

(2l I A
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COMPARING METHODS OF -6- 31 October 1978
FILLING IN MISSING DATA

2+ 2
(7) _olo (L LI .ﬂi) ‘
12 I J 12

On the other hand, suppose we fill jn the missing values by aVeraging
two adjacent years, i.e., take

R 2 (x, , 4x
i0 = Ky * %002

1 1
Py [Ty + T2l + 5 Py Ty By g + 2Py Ty By

Then the bias B 1is given by

A
B =:E: (X507 P To)
©

T,4TA-
- 12 1
=22 P, ( 7 - To) + g 2 (T1P.Eg 1 + P.ToE; )

. 1 Py
1€ iel
Assuming again that Pi = 1712, we get

2 [ T4T 2 2 ¢
2 _{1° 17'2 2 2\, &% 11° q
EB (T"Z) E( 7 " To> * (T1 * T2> L2 127

If we take T, =T

2 TO to give a lower bound, then we have

2 1.2 211
(8) EB _>_§TO o T3

12
A simple calculation shows that the expression in (7) is lower than the

bound in (8) for I¢ < 3, for all J < 8. In other words, for 3 or Tess
months of missing data, if J < 8, use the first method. If one assumes
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COMPARING METHODS OF -7- 31 October 1978
FILLING IN MISSING DATA

2

that 2 - Ty s small, then for 4 or more months of missing data, use

the an method.

If we only use one adjacent year to fill in, the expression for E82 is

m
o)
[p]
n
———
—
(g}
N—
m
—
_‘
—_
]
_.'
o
~—
Ny
+
.—{
nNy
Q
—
IH

Cc
(9) eB° > T 207 1

~no
(g
—

In this case, for g = 5, use the first method if 4 or less months are
missing. ForJ = 7, it becomes 5 or less.




